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KEYWORDS Abstract This paper proposes an effective approach for predicting quality of life (QoL) for depen-
Quality of life; dent individuals in guardianship entities. In addition, it aims to improve the QoL of people with
Support intensity scale; intellectual disabilities. The proposed QoL prediction approach employs machine learning (ML)
Intellectual disability; techniques to model the relationship between eight aspects of QoL and the corresponding QoL
Priority of care; index. It determines whether or not a person needs assistance based on the index value. The pro-
Machine learning posed approach determines the priority of care (PoC) value for each aspect of a person. Based

on PoC, the deficit aspect is determined, followed by the type of assistance a person requires, based
on the decision priorities. It also generates a support report with suggested actions to highlight the
level in that aspect. In addition, we train multiple ML models to predict the standard score (SS),
which represents the support value related to the eight aspects of QoL. Finally, we use SS values
to train an ML model to predict the support intensity scale (SIS). On a dataset compiled from
guardianship entities, the proposed approach is validated. The QoL index, SS, and SIS prediction
models achieve average R* values of 0.9897, 0.9998, and 0.9977 with a standard deviation of 0.0051,

0.0002, and 0.0007, respectively.
© 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria
University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).

1. Introduction mined by standardized testing (e.g., an 1Q score of less than
70). It demonstrates a person’s inability to avoid performing

Due to the increase in cases, QoL assessment of a dependent his socially expected functions, responsibilities, and tasks.

individual, particularly one with an intellectual disability The disabilities appear during the developing period and cause
(ID), attracts significant research interest. ID is typically daily limits that require continuous support. These deficiencies
defined as intellectual and adaptive functioning deficits deter- have an impact not only on autonomous functioning at home
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but also on involvement in the community, social, and aca-
demic activities [1,2]. According to the articles of the United
Nations Convention on the rights of persons with disabilities,
people with intellectual disabilities should be able to live as
independently as possible, which is something that many peo-
ple with intellectual disabilities want [3-5]. Improving their
ability to manage their affairs independently could improve
their QoL and engagement in the community [6]. Individuals
with ID can encounter numerous difficulties in their daily lives,
but interventions and support can alleviate them [7]. Typically,
family members and professionals feel overburdened when
supporting an individual with IDs [8-10]. Consequently, inter-
ventions encouraging people with IDs to handle their affairs
are necessary.

Over the past decades, efforts have been made to reconcile
the various aspects that directly influence a person’s behavior
to achieve the desired outcome [11]. Living life based on one’s
preference leads to autonomy, which also seeks to provide for
those dependent on others [12]. Recently, many support instru-
ments have been developed to aid dependent individuals in liv-
ing normal life with their families. The recent development in
intellectual development disorder (IDD) reveals methods to
enhance the QoL using support paradigms. Various countries
have recognized a different number of aspects to represent the
QoL. In Spain, for instance specialists have adopted eight
aspects to evaluate the QoL of people with ID [13]. These eight
aspects are emotional well-being (EW), interpersonal relations
(IR), material well-being (MW), personal development (PD),
physical well-being (PW), self-determination (SD), social inclu-
sion (SI), and rights (RI) [14]. The assessment of the QoL in
the eight aspects covers the overall domain. Enhancing QoL
means improving these eight areas of an individual with ID.
These eight aspects encompass all the necessities of a depen-
dent individual to live life equally as a normal person. The sup-
port paradigm helps make a required support plan to improve
the QoL aspects for an individual. Integrating the support with
QoL generates a new paradigm QoL support model (QoLSM)
[15], whereas integrating the support paradigm with QoL
indexes enhances the lifestyle of the dependent individuals.
For instance, Gomez et al. [15] demonstrate the way to evalu-
ate the model effect on individuals and organizations and
improve its performance. Therefore, Verdugo et al. [12]
reviewed the recent works in this field based on measurement
tools, descriptive correlation studies, predictive studies, and
interventions. These four criteria cover the current investiga-
tion of intellectual and developmental disabilities. Recent
research focuses on various QoL-related factors, such as the
use of technology [16,17], prompting [18], employment
[19,20], and health behavior [21,22]. Due to the studies’ narrow
focus and methodological limitations, it is difficult to draw
definitive conclusions about the efficacy of self-management
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interventions. Nevertheless, the majority of previous research
has revealed positive results. (See Fig. 1).

Indeed, ML techniques can assist in analyzing the patient’s
report to predict the patient’s potential need for support. This
paper proposes an effective approach for predicting QoL for
dependent people in guardianship entities. Our approach has
numerous stages, from accepting input in the form of eight
aspects of QoL to automatically generating a report on neces-
sary assistance without the involvement of psychologists, spe-
cialists, physicians, or other professionals. Specifically, we
employ ML techniques to build QoL index, SS, and SIS pre-
diction models. We also determine the PoC value for each
aspect of a person. This study is based on the Newton-One
dataset, a private dataset of 26 subjects. Each subject contains
eight aspects of QoL and the QoL index value, with eight to
nine questions. A total of eight aspects represent the QoL.
The proposed approach can contribute to understanding dif-
ferent aspects of QoL and fulfill the requirement of self-
management to reduce reliance on family members and profes-
sionals. The main contributions of this paper are listed below:

e Proposing an efficient ML approach for predicting depen-
dent people QoL in guardianship entities.

e Presenting a new ML-based method for determining the
PoC for each quality aspect to decide the QoL aspect that
needs support.

e Proposing an ML-based method for predicting the SIS
value to integrate this value with the other sensory informa-
tion inputs to strengthen the QoL of dependent people.

e Analyzing the efficacy of different ML techniques to model
the QoL to help professionals in decision-making and
patients improve their QoL.

The structure of the paper is as follows: The literature
review on this topic of intellectual disability is presented in Sec-
tion 2. Section 3 illustrates the proposed approach and dataset
details. The results are presented in Section 4. Finally, Section 5
provides the conclusion and the future work.

2. Related works

2.1. QoL’s aspects and support paradigm

QoL refers to an individual’s general well-being while meeting
fundamental needs. Independently enjoying a high quality of
life is difficult for individuals with an ID. People with ID
who have 1Qs below 70 have difficulty performing personal
and social, and behavioral activities effectively [2]. Therefore,
improving the QoL of these individuals is a fundamental chal-
lenge for the researchers. QoL encompasses three aspects of
life— the personal, the social, and the judicial. Improving
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Schematic diagram of the proposed method for predicting dependent people QoL in guardianship entities.
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QoL entails focusing on these three aspects of an individual’s
identity. These three areas are further subdivided into eight
aspects of QoL [23.24], as shown in Table 1. These eight
aspects satisfy all necessary substitutes for a person’s QoL.

The type and intensity of support necessary to complete a
specified task determine the support need [14]. The support
paradigm’s major goal is comprehending a person based on
their basic assistance needs. Using this paradigm of support,
organizations assist families of individuals with intellectual dis-
abilities with inclusive education, independent living, sup-
ported employment, and other rights using this paradigm of
support [25,26]. The capability of the individual with ID to
operate in their environment will be improved so that the assis-
tance provided meets their needs, goals, and preferences. An
individual’s support plan is used to calculate support needs,
which are then aggregated as data. Utilization of combined
data to improve organizational efficiency and research alloca-
tion [26,27]. The purpose of support needs assessment is to
develop an individualized and generalized support system to
help people with ID, and their families improve their QoL over
time. Therefore, the best practice in intellectual impairment is
to assess support needs. There are numerous ways to assist
with these support requirements. In the SIS column of Table 1,
each QoL aspect is associated with support requirements. The
area indicates the required area where support is required, cor-
responding to each aspect. These support areas are health and
healthcare, protection and defense, Behavioral support need,
social activities, employment activities, home life activities,
lifelong learning, exceptional medical needs, and community
life activities.

2.2. GENCAT scale

The GENCAT scale is a tool created by INICO. It provides an
impartial assessment of the QoL of an individual [28,29]. In
this assessment, the user must reply to the 69 objective ques-
tions using a frequency scale based on their observation.
Fig. 2 presents a fragment of questionnaires used to collect
the dataset. The GENCAT scale has been developed and val-

Table 1
activities.

idated using Schalock and Verdugo’s multidimensional model.
The scale generates valid and trustworthy scores for each of
the eight aspects of QoL and a global QoL index based on
the multidimensional model.

3. Methodology

The relevance of this domain in society is demonstrated in the
literature. Learning algorithms aid the psychologist in analyz-
ing the patient’s situation during professional interviews. A set
of questionnaires containing 69 questions covering all possible
aspects of an intellectually disabled person’s life is adminis-
tered by professionals. Professionals record the answers to
the questions based on four points frequency scale. Profession-
als use a tool made by INICO known as the GENCAT scale
[28], which transforms 69 questions into eight aspect score val-
ues and corresponding index values. We interviewed 26 sub-
jects and prepared our dataset using the GENCAT scale
tool. Hence, the initial dataset contains 26 rows and 9
columns.

In this study, we train three ML-based models: the QoL
index, the SS, and the SIS. The flowchart for constructing
the three models is depicted in Fig. 3. First, we divide the data-
set threefold. Each fold has the train and test sets. After that,
the SMOTE-R algorithm is used to augment the training data-
set of each fold. We train the index model using the augmented
dataset. The index model predicts the QoL index value, which
decides whether either beneficiary needs support or not. If the
QoL index value is more significant than 100, the beneficiary
does not need support, and the process stops. The process
moves forward if the index value is less than or equal to 100.

Furthermore, we calculate the PoC value for each aspect
and beneficiary and incorporate it into the augmented dataset.
We also determine the SS value by summing the PoC value of
each aspect of the beneficiary’s QoL (detailed in Section 3.4).
We train the SS model using this modified dataset. The SS
model primarily calculates the PoC score value for each aspect
and predicts the SS value of support for the beneficiary.
Finally, we train the SIS model using another dataset that con-

Details of aspects of QoL and support intensity scale metric with the maximum value of support, and also with several

QoL aspects Support intensity scale metric

Areaof SIS

Numberofsupportactivities

Maximumvalueofsupport  Areaofsupport

Emotional well-being (EW) Healthandhealthcare(S1E)
Protectionanddefense(S2)
Behavioralsupportneed(S3B)
Homelifeactivities(S1A4)

Lifelonglearning(S1C)

Personal development (PD)

Physical well-being (PW) Healthandhealthcare(S1E)
Exceptionalmedicalneed(S3A)

Self-determination (SD) Protectionanddefense(S2)

Interpersonal relation (IR) Socialactivities(S1F)
Social inclusion (SI) Communitylifeactivities(S1B)
Socialactivities(S1F)

Material well-being (MW)
Rights (RI)

Employmentactivities(S1D)
Protectionanddefense (S2)
Healthandhealthcare(S1E)

8 94
8 94
13 26
8 92
9 104
Personalarea
8 94
16 32
8 94
8 93
8 91 Socialarea
8 93
8 87
8 94 Judicialarea
8 94
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Part —B Life activities in the | frequency
community

Daily
time Score

support | Type of support Direct

1. Moving from one place |0 1|2 |3
to another throughout the
community

(Transportation)

12|33 (a0l |2 |3 |4 |9

injO|1(2]|3
leisure

2. Participate
recreational and

activities in community
settings

3. Access buildings and (01|23
public environments

4. Go to visit friends and |0 |1 |2 |3

(parish, volunteering..)

family
5. Participate in preferred |0 |1 |2 |3 1(2|3|4(0)1 |2 |3 4 |19
community activities

6. Go shopping and buy |01 |23 |4
| groceries and services.

7. Interact with members |0 |1 |2 3|4
of community

8. Access public buildings |01 (2|34
and environments

Score direct total

Life activities in the community

Fig. 2 A fragment of questionnaires used to collect the dataset. Each question has three parameters(frequency, daily support time, and
type of support). The beneficiary must select the appropriate response from the scale provided. The brown color number indicates the
responses that have been selected, while the black color alternatives indicate that there is no option to choose this number. The direct score
is the sum of the question’s three parameters, and the sum of all direct scores for all questions is the direct score total.

tains the SS value and corresponding SIS value. The SIS model
predicts the SIS value and finally takes the SS value of support.
The process ends once the SIS value has been predicted.

The flowchart of the process for generating the required
support report is demonstrated in Fig. 4. After calculating
the PoC value in the SS model, a support report is generated
based on the PoC value. If the PoC value is above 25, the ben-
eficiary is suffering in this aspect of life, and needs immediate
support to improve it. After that, if the PoC value lies between
15 to 25, the beneficiary does not need direct support but
requires support to perform better in this aspect of life. Finally,
if the PoC value is between 10 to 15, the beneficiary only needs
optional support as a precaution. In contrast, the beneficiary
does not require any support in this aspect.

3.1. Dataset preparation

We own the newton-One dataset, as we collected the informa-
tion by interviewing various individuals. Based on question-
naires interviewer asked questions to each individual. The
dataset includes eight QoL aspects, each with eight to nine
questions. Professionals pose these questions to individuals
and collect the answers based on a four-point frequency scale
[30]. Following the interview, professionals use the GENCAT
scale to transform the answers to each aspect question into the
aspect’s QoL value. There are eight aspect values in the data-

set. These eight aspect values are used to generate the QoL
index value based on the GENCAT Scale method [31]. The
beneficiary’s QoL index value indicates whether or not the
beneficiary needs assistance.

The value of the QoL index varies according to the Gaus-
sian distribution. The maximum populations are found on
the Gaussian curve. The minimum value starts at 68, and the
maximum reaches 130. The average of this distribution is
100. Therefore, if a person’s QoL index value is above 100,
she/he does not need any support. Whereas if the person’s
QoL index value is equal to or less than 100. Consequently,
this person needs support in relation to each aspect. We have
a dataset containing the information of 26 individuals affected
with ID. The original dataset includes 26 subjects, eight QoL
aspects, and a QoL index value. The mean and standard devi-
ation of our dataset for each aspect of QoL and index value are
depicted in Table 2. It also contains the minimum and maxi-
mum values of the dataset.

3.2. ML techniques

We employ various ML techniques in this study, including
regression tree (RT) [32], random forest (RF) [33], gradient
boosting (GB) [34], multiple linear regression (MLR) [35], mul-
tilayer perceptron regressor (MLPRegressor) [40], and adap-
tive neuro-fuzzy inference system (ANFIS) [41]. These
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Start
Newton
one dataset

QoL in-
dex model

Predict QoL
index value

No need

i <
QoL index < 100 of support

SS model

Predicted
SS value
SIS model

Predict
SIS value

Stop

Fig. 3  Flowchart of constructing the QoL index, SS, and SIS
models.

algorithms are popular for dealing with linear as well as non-
linear datasets. MLR determines the relationship between one
dependent and two or more two independent variables. MLR
follows some assumptions such as independence of observa-
tions, there should be no hidden relation among variables,
and data follow normality and linearity.

Y=Wy+ W . X\ + Wy Xo+ ...+ WX, (1)

where W) is the bias term, and W, to W, is the weight coeffi-
cient. X| to X, are the input features, and Y is the output. i
represent the number of the dataset. Here, we primarily have
eight aspects of QoL as input to the model, in which X, to
Xs and QoL index is the output, representing Y.

The random forest regression algorithm, is a supervised
learning approach for regression that uses the ensemble learn-

Start
Priority of
care (PoC)

es P
BT )
support
no
yes Secondary
support
no
yes Optional
support
no
No support
need in that
particu-
lar aspect

Fig. 4 Flowchart of generating required support reports.

ing method. The ensemble learning method combines predic-
tions from several ML algorithms to produce a more accurate
forecast than a single model [36]. MLPRegressor [40] is a neural
network that contains an input layer, hidden layers, and an out-
put layer. The MLPRegressor algorithm is adjustable and can
commonly be used to learn a mapping from inputs to outputs,
meaning it can solve complex linear and nonlinear regression
problems. The ANFIS integrates the benefits of artificial neural
networks and fuzzy inference systems [41]. ANFIS is a reliable
technique for constructing complex and nonlinear relationships
between input and output data sets.

3.3. Detail of experiments

The algorithm must first examine the QoL index value after
receiving the dataset. The QoL index ranges from 68 to 130.
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Table 2 Mean, standard deviation, minimum, and maximum values of each aspect of the Newton-One dataset.

EW IR MW PD PW SD SI RI QoL Index

Mean 101.192308 102.076923 92.038462 104.461538 81.346154 114.730769 97.961538 94.384615 97.461538
std 14.759456 15.478819 17.340083 15.862486 15.184050 8.951235 20.588309 17.024869 16.322330
min 81.000000 81.000000 68.000000 68.000000 68.000000 94.000000 68.000000 68.000000 72.000000
max 126.000000  130.000000  115.000000  130.000000  119.000000  130.000000  126.000000  115.000000  125.000000

If the index value is greater than 100, indicating the typical dis-
tribution, the beneficiary does not need assistance. Only data
with a QoL index larger than 100 is eliminated. Once we have
obtained data with QoL index values less than or equal to 100,
the dataset is divided into a train and validation fold. In this
study, the dataset is small enough to train an ML system. As
a result, we use the synthetic minority oversampling strategy
for regression to augment the train data. The number of train
data points used to train our algorithm is increased. After aug-
mentation, we acquire a large number of distinct train data-
sets. Nothing is added to the validation data set to validate
our trained model on the original dataset. The results reveal
that the trained model is accurate. After receiving the aug-
mented train dataset and original validation dataset, the algo-
rithm calculates the SS value of support in the case of the SS
model for both augmented train and validation data. We
divided the original data by three and performed the afore-
mentioned steps for each fold. We train our data using
MLR, RT, RF, GB, MLPRegressor, and ANFIS models for
all threefold. For every three models, we train separately based
on the performance in each case, and we select the model
accordingly. In the case of the MLR model, we evaluated
the trained model and obtained an excellent R? score for the
training testing case.

Algorithm 1. Priority of care for each QoL aspect algorithm

Require: Data, Dict = {}, List = ||
Ensure: (Dict contains the maximum value of each support
intensity scale, and the list contains no values initially)

1: function Loop(Data) 2:  for j < Oto D — 1 do >D

= Number of aspects of QoL

3: if j = 0 then 4: Calculate PoCgy score value by averaging
the three support metric values.

S: else if j = 1 then

6: Calculate PoCjg score value by averaging the corresponding
support metric values.

7: else if j = 2 then

8: Calculate PoCy score value by averaging the corresponding
support metric values

9: else if j = 3 then

10: Calculate PoCpp score value by averaging the corresponding
support metric values.

11: else if j = 4 then

12: Calculate PoCppscore value by averaging the corresponding
support metric values.

13: else if j = 5 then

14: Calculate PoCysp score value by averaging the corresponding
support metric values.

15: else if j = 6 then

16: Calculate PoCs; score value by averaging the corresponding
support metric values.

17: else if j = 7 then

18: Calculate PoCpg, score value by averaging the corresponding
support metric values

19: end if

20:  end for

21: SS —

Sum(PoCEW, P()C]R, P()CMw, PUCPD7 POCPW7 P()CSD7 P()CSI7
POCR])

22:  List — SS

23: end function

3.4. Standard score of support corresponding QoL

We calculate the PoC value corresponding to each aspect of
QoL for every beneficiary. Initially, we calculate PoC for an
area of action separately, and each aspect has corresponding
support group actions as depicted in Table 1 in the second col-
umn. Table 1 illustrates that, the first aspect of QoL, EW has
three support areas known as SI1E, S2, and S3B. The PoC
value for every three areas is calculated separately using (2).

= 2)

where 4 is the average QoL index value, E is the aspect value,
and 7 is the maximum support need value. The values of I are
listed in Table 1, A4 value is 100, and the E value is given by the
beneficiary.

We calculate the final PoCgy value for the EW aspect by
averaging the PoC values for each of the three areas for the
EW aspect. Likewise, we calculate the PoC value of other
aspects. After obtaining all the PoC values for each aspect,
we compute the SS by summing them as shown in Eq. (3).

SS = PoCgy + PoCpp + PoCpy + PoCsp + PoCpr
+ POCS[ + POC‘Mw—F POCRh

PoC =

x I,

(3)

Algorithm 1 presents the steps to calculate the PoC value
for each aspect by following Eqgs. (2) and (3). Once the PoC
value has been calculated, they are summed to obtain the SS
value. SS value represents the support score value correspond-
ing to eight aspects of QoL. After that, we add the new column
to the original data for the training of the SS model. We calcu-
lated the SS value of each augmented data threefold. The train-
ing of the SS model takes eight aspects as input and SS value as
a target. Once training was completed, we validated our
trained model using the original validation dataset.

3.5. Data augmentation using SMOTE-R

The synthetic minority over-sampling technique for regression
SMOTE-R [37] is an oversampling technique to increase the
imbalanced dataset. The SMOTE concept is proposed to
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reduce the imbalanced distribution of a dataset for classifica-
tion tasks [38]. It utilizes the Gaussian noise concept to maxi-
mize the amount of data. In regression, entering the data and
the corresponding column helps determine the minimum value
of the column. It is a sampling method to address with imbal-
anced class distribution by undersampling the regular classes
and oversampling the rare category. It generates synthetic data
corresponding to minority target values. Algorithm 2 presents
the detailed working process of SMOTE-R [37].

Algorithm 2. SMOTE for regression algorithm

than ten, no assistance is required in that aspect. Our model
generates all three sorts of support for each aspect of each per-
son. Beneficiaries can use these tips without the assistance of a
professional, and they will improve their lives.

3.7. Validation and evaluation metrics

In this study, the k-fold cross-validation technique [35] is used
to cross-validate the model performance of the random train
and validation case data in the K fold. It shows the perfor-
mance of the model on the new dataset. It is generally used

function smoTe-R(D, thr, o, u, k) >D - dataset,

thr- The value of the target variable’s relevance threshold,

o and u represent the percentage of over and under-sampling,

k -In case of generation, the number of neighbors used.
rearL — {(x,y) € D : ¢(y) > thr Ny < j}
newCasesL «— GenSynthCases(rareL, %o, k)
rareH — {(x,y) € D : ¢(y) > thr Ny > y}
newCasesH «— GenSynthCases(rearH, %o, k)
newCases «— newCasesL U newCasesH
nrNorm — %uof|newCases|
normCases < sampleofnrNormcases € D{rareL U rareH}

end function

>y is the median of the target Y
>generate synthetic cases for rarel

>generate synthetic cases for rareH

>under-sampling return newCases U normCases

3.6. Developing the prediction models

The three prediction models are the index, SS, and SIS models.
The index model is the first to determine if a person requires
assistance, and it predicts the QoL index value using eight
aspects of the QoL value as input. The SS model is trained
to predict the SS value. It estimates the SS value based on eight
aspects of QoL. As a result, it is the most common model. The
SIS model uses the output of the SS model to predict the SIS
value. The SS model’s output is used to predict the SIS value
by the SIS model. These three models accomplish their tasks
sequentially. A multivariate linear regression approach is used
to train all three models. The second branch is followed to pro-
vide a beneficiary with a support report corresponding to the
requirement in a particular aspect. The second branch uses
the index and SS models, which estimate the PoC for each ben-
eficiary’s eight aspects. The approach to computing the PoC
for each aspect is illustrated in Algorithm 1. The value of
PoC determines the level of support.

As demonstrated in Fig. 4, it contains three conditions. If an
aspect’s PoC value is greater than or equal to twenty-five, the
beneficiary needs an immediate action plan in relation to that
QoL aspect. Furthermore, if the PoC of an aspect is more sig-
nificant than fifteen but less than twenty-five, a person requires
secondary-level assistance. When a person’s PoC of an aspect is
more significant than ten or equal to ten but less than fifteen,
the recipient will only require partial assistance, which is not
mandatory. Furthermore, if a person’s PoC in any aspect is less

in the case of a limited data sample. This procedure has a sin-
gle parameter, K, which depicts how many folds we need to
split the original dataset. The data are randomly divided into
the fold. In this work, we split our dataset threefold. We get
to train and validate data in each fold differently. Now we
use the SMOTE-R algorithm to increase the train data in each
fold and keep validation data to verify the model accuracy.

In this study, we use three evaluation metrics to evaluate
our performance of the trained model, namely, mean absolute
error (MAE), root mean square error (RMSE), and R?>. MAE
calculate the absolute error between the predicted and actual
values. MAE can be formulated as follows:

ZU’: — il
=

MAE = —— 4
— )

where j; is the predicted value, y, is the actual value, and # is
the total number of data points.

RMSE measures how far the data points are from the
regression line; RMSE measures how to spread out the resid-
uals. RMSE can be expressed as follows:

where j; is the predicted value, y; is the actual value, and # is
the number of data points.

Finally, we calculate the R? score value, also known as the
coefficient of determination. It is a statistic that indicates how
well a model fits the data. R*> can be defined as follows:
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A2

RE—1— > i =)

> i— fi)z
where 3 (y, — j)* is the sum of squares of residuals, and
S (y, — 7:)7 is the total sum of the square.

; (6)

4. Results and discussion

Tables 3-5 display the results of the index, SS, and SIS models.
Table 3 presents the results for the first case, where input is the
eight aspects of QoL, and the target is the QoL index. Results
are shown here in the form of various metrics. Six regression
models we trained for three different folds. Table 3 contains
the best results threefold for all six algorithms. MAE, RMSE,
and R? scores are the fundamental metrics representing the
regression performance. It should be noted that we use a three-
fold cross-validation technique in our experiments. Each fold
of the cross-validation produces MAE, RMSE, and R? values.
In all Tables, we report the mean and standard deviation (SD)
of the evaluation metrics values of the three folds. R? score
demonstrates the closeness of the predicted value with the
actual value, and it varies between zero and one. One demon-
strated the overlap between the predicted value with the regres-
sion line. Therefore, a higher value of R? shows the model’s
goodness. Both MAE and RMSE measure the accuracy of
the predictions of the ML regression models and demonstrate
the amount of deviation from the actual values. Table 3 pre-
sents the index model’s mean and SD of MAE, RMSE and
R? values. MLPRegressor and ANFIS produce MAE of
4.1344 and 2.6936, respectively. RT, RF, and GB produce
MAE and RMSE values higher than 5. MLR achieves the

smallest MAE and RMSE values (1.2247 and 1.5236) and
the highest R? score value than other regression techniques
results for the index model.

Table 4 presents the results for the SS model. Here the input
parameters are the eight aspects of QoL, and the correspond-
ing target is the PoC value. RT, RF, GB, MLPRegressor, and
ANFIS produce an average MAE higher than 0.6. MLR
achieves the highest R? score value (0.9977) and the lowest
MAE value (0.7702). Therefore, we use MLR trained model
for future integration with a SS model to predict the SS value.

Table 5 presents the results of the SIS model. It takes input
as SS value and has a corresponding SIS value, representing
the final support metric for a person’s fundamental aspects
of QoL. MLR achieves MAE, RMSE, and R? of 0.7702,
1.3403, and 0.9977, respectively, which are much better than
the results of RF, GB, MLPRegressor, and ANFIS. However,
RT produces RMSE values lower than MLR, and the MAE
and R? values of MLR are better than RT. Consequently,
we selected MLR to build the SIS model.

Our entire model has two branches. First, it contains a
trained MLR model that considers eight aspects of QoL and
predicts the QoL index value. The algorithm determines
whether or not the patient needs support based on the QoL
index value. The algorithm is trained to pass only those patient
information to further for an analysis whose QoL index value
is less or equal to 100. After detecting the QoL index value, it
then goes through the second trained model after detecting the
QoL index value. During testing, the SS model receives input
from the beneficiary and predicts the SS value. The third
trained SIS model receives the projected value as input and
predicts the SIS value after the SS model predicts the SS value,

Table 3 The MAE, RMSE, and R’ values of the six ML techniques used for building the index model.

Algorithms MLR RT RF GB MLPRegressor ANFIS
metrics Avg £ STD Avg £ STD Avg £ STD Avg £ STD Avg £ STD Avg + STD
MAE 1.2247 £ 0.0904 9.2030 £ 3.0083 5.5271 £ 2.1788 5.9723 + 1.2817 4.1344 £+ 4683 2.6936 £ 0.1325
RMSE 1.5236 £ 0.1644 11.6664 + 4.2920 6.5353 £ 2.4031 7.2981 £ 1.6082 5.1202 + 0.3524 2.8361 £ 0.1722
R? Score 0.9897 £ 0.0051 0.4213 £ 0.3698 0.8227 £ 0.0935 0.7650 £ 0.1257 0.8698 £ 0.0095 0.9259 £ 0.0619

Table 4 The MAE, RMSE, and R’ values of the six ML techniques used for building the SS model.

Algorithms MLR RT RF GB MLPRegressor ANFIS
metrics Avg + STD Avg + STD Avg + STD Avg + STD Avg + STD Avg + STD
MAE 0.2260 + 0.2655 39.9563 + 2.3875 32.8962 + 2.4674 34.7427 + 1.6301 7.8524 + 0.3678 0.7362 + 0.0785
RMSE 0.2765 £ 0.3173 47.3084 + 3.9119 39.2744 £ 1.4503 40.0628 + 0.6041 9.5437 £ 0.2537 0.9821 £ 0.1080
R? Score 0.9998 + 0.0002 —0.7837 £ 0.4098 —0.2575 £ 0.4463 —0.3001 £ 0.4129 0.9341 £ 0.7849 0.9632 £ 0.0445

Table 5 The MAE, RMSE, and R’ values of the six ML techniques used for building the SIS model.

Algorithms MLR RT RF GB MLPRegressor ANFIS
metrics Avg + STD Avg + STD Avg + STD Avg + STD Avg + STD Avg + STD
MAE 0.7702 £ 0.1025 0.9091 £ 0.1285 0.6657 + 0.03816 0.9364 £+ 0.1030 1.3324 £ 0.0968 1.7536 £ 0.5361
RMSE 1.3403 £ 0.4674 1.1692 £ 0.0253 1.02734 £ 0.4342 1.1821 £ 0.0381 1.6998 + 0.1068 1.9642 £ 0.7385
R? Score 0.9977 £+ 0.0007 0.9976 £ 0.0002 0.9981 £ 0.0014 0.9976 £ 0.0005 0.9950 £ 0.0008 0.9825 £ 0.0125
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which shows the support value corresponding to a beneficiary’s
eight aspects of QoL. In the second branch, after predicting the
QoL index value by the index model, the model decides
whether the person needs support or not. Once the decision
is made model calculates the PoC value and, based on that,
generates the support report as shown in flowchart 2 in
Fig. 4. Assessing the accuracy of a regression model is a
tedious task. Here, we use the 4 accuracy measure and thresh-
old accuracy measure [39]. As presented in Algorithm 3, 1is an
error threshold value between the predicted and actual values.
If the error calculated between the actual and predicted value
is less than or equal to the 4 value, we consider the prediction
accurate; otherwise, inaccurate. In the current research, the
accuracy is directly dependent on the A value. If the value of
4 is high, accuracy is directly increased. If the 4 value is small,
the error acceptance is compassionate, and the accuracy may
be less. We set the A value to 0.75, yielding accuracy values
of 100, 83.33, and 66.67%, with the index, SS and SIS models,
respectively.

Algorithm 3. / accuracy measure

A=0.75
if Error < / then
True — True + 1

200 P e 100 100 100
e Index mode
55 model - o H
515 model 83
B0
72
66 66 66
50 S50
33
20
0
1.01

1L.030301

We also use the threshold accuracy measure [39] to evaluate
the accuracy of the ML regression models to estimate errors
under different thresholds, indicating how often our estimate
is correct. The threshold accuracy measure is essentially the
expectation E that the predicted value error of input is lower
than a threshold thr” [39]:

5. = E[F(max(% ,g) < thi)), (7)

where F(.) is an indicator function that outputs a binary value
(0 or 1), y and y are the actual and predicted values, respec-
tively, thr is a threshold value set as 1.01. z is the parameter
that controls the acceptance span. Here, the values of z range
from 1 to 5 that correspond to thr” = {1.01,1.0201,
1.030301, 1.04060401,1.0510100501}. As the value of =z
increases, the span of acceptance increases.

Fig. 5 presents the accuracy of the index, SS and SIS models
with five threshold values (five z values). In the case of z =1,
the threshold thr' = 1.01, resulting in accuracy values of 50,
33, and 72% with the index, SS and SIS models, respectively.
The accuracy of the SIS model is identical for the threshold
values 1.0201, 1.030301, and 1.04060401. When we set a high
acceptance span z to 5 (th® = 1.05101005), it achieves the
highest accuracy values of the index, SS and SIS models. For
the index and SIS models when z = 5, the term max(%,%) of
all test samples is lower than 1.05101005, and thus the accu-
racy is 100 %. While in the case of the SS model, the term

max(j{,f) of all test samples is not lower than 1.05101005.

100

104060401 1.05101005

Different Delta Values

else
False — False + 1
end if
Accuracy = 7 15%— % 100
==
&
[
5
= &0
L
-4
A
T a0
o
=
1.0201
Fig. 5

The threshold accuracy measure of the index, SS and SIS models with five threshold values (five z values). The blue bars represent

the index model, the yellow bars represent the SS model, and the green bars represent the SIS model.
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5. Conclusion and future work

This paper proposed an efficient ML-based approach for pre-
dicting the QoL of dependent people with intellectual and
developmental disabilities in guardianship entities by analyzing
the various aspects of QoL. In addition, we proposed three
ML models for predicting QoL index value, SS value, and
SIS value, along with implementing and testing different ML
techniques: MLR, RT, RF, GB, MLPRegressor, and ANFIS.
Based on the QoL index, the proposed approach determines
the PoC for each aspect of QoL. We validated our approach
on a dataset collected from guardianship entities. We found
that MLR yields the best prediction results for the QoL index,
SS, and SIS. The QoL index, SS, and SIS ML models achieved
MAE values of 1.2247, 0.2260, and 0.7702, respectively, and
also obtained average R> scores of 0.9897, 0.9998, and
0.9977, respectively. The proposed ML approach can assist
professionals in analyzing the QoL of a beneficiary to deter-
mine which measures are required to improve their QoL.

Future research will focus on using sensory data (e.g., data
of sensors that monitor the activity of dependent individuals)
collected from guardianship entities to improve the effective-
ness of the proposed approach.
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