
 1 

4 - THE SYMBOLIC CAPACITY AND THE COGNITIVE COST OF 

GROUNDING SIGNIFIED1 

 
Benigno Moreno Vidales2 

June / October, 2020 

 

 

Abstract 

 

To characterize the symbolic capacity, we analyze the problem of the conception and models that are 

currently in force for information, both in technological and natural systems (mammalian brains, babies-

children). Information is the most generic symbolic capacity, and the one shown here as it is currently being 

modeled, which is incomplete in systems. The evaluation of this deficiency is considered crucial, since it will 

allow comparative indicators to analyze the what and how of this deficiency. In this way we focus on 

language as the main vehicle of information, in which we will establish the central criterion with the broad 

signified from the language of the baby-child. This being the language component at the sentence-context 

level, the one that distances itself from the narrow specific meaning of individual words without context, in 

the case of language. The emergence of verbal irruption in babies-children at 18 months is a privileged 

scenario for this analysis, which entails a growth curve for the lexicon-signifier learned with each word and 

another for the signified-semantic with the number of words. by phrases learned during development. Both 

learning curves, referred to the emergent growth curve of sensorimotor intelligence (Jean Piaget, 1924-1946) 

of babies-children, frame with relevant stages in convergent cognitive advances, the symbolic process of 

language acquisition, which follows a very specific learning function. The formulation of the learning 

process has been developed from the McLaren-Makintosh (2000) model of animal learning, and then 

adjusted its value to that of the lexical-signifier and that of the broad semantic-signified. This gives us 

indicators of the complexity, effort and learning merit of the two processes, considerably different (signifier 

and signified), and descriptive of an evaluation from independent variables, such as age and the external-

internal activation of learning in the subject, making a proportion and indicator appear, with a respective 

differential ratio of 3.5 times of activation or construction cost (350%), of the broad signified-semantic with 

respect to the narrow or lexical-signifier. Proceeding in these terms, we have an evaluation of the meaning 

as an objective dimension of the information, thus completing the information criterion in a psychophysical 

framework (STC system, B. Moreno, 2017), as well as, on the other hand, the symbolic capacity in a 

linguistic sense . This has, due to its characteristics, a relevant double importance (to establish, characterize, 

the signified, the broad signified), but also to show how this entails a weak anchoring, due to the difficult 

and complex <activation> that the new meanings represent, which as a link more fragile of the cognitive 

chain, it must be reinforced in the linguistic field and in its cognition. Specifically with application in the 

first place in the educational development of the baby-child, of how she is going to acquire meanings; 

secondly, with application for people with limitations for which they cannot access a standard functional life 

(such as intellectually disabled) or for people who lose functionality in the aging process require support; 

and thirdly, to have evidence to change the use of natural language, with a basically narrow meaning in 

social media, such as the media, with the prevailing misinformation, therefore with the need to introduce 

broad signified, which allow winning the informative quality of life that society needs. 

 

 

Keywords: code, symbol, broad and narrow signified, verbal irruption, age, dual representation, 

sensorimotor intelligence, subject activation, baby-child. 
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INTRODUCTION 

 

The problem 

 

A review of how symbols are applied in their broadest nature will be proposed below: numbers, letters, 

names, verbs, predicates, particles in sentences (prepositions, conjunctions, adverbs, etc.), images, signs (for 

example of traffic), icons on screens (to access applications), emoticons in messages, sounds, speech, 

ideograms, etc. 

We will stick to the symbolic concept that has been used from engineering and computer science, due to its 

systematizing nature. We could also extend it to biosemiotics, and in general to biology, such as the “dance 

of the bees”, ... and in general to information and communication systems in nature (talk Ted, D. Hoffman, 

2015). 

 

The process of symbolization is central to all of culture, including technology and science, and especially to 

the descriptive psychology of child development that concerns us here. 

 

This occurs at many levels, from the natural environment of human culture, which is perfectly broken down 

in language during the development of the baby-child, encompassing lexicons-signifiers and signifieds-

semantics, to artificial systems that mainly encompass the first and last. briefly the seconds. The purpose of 

this article is to denote how the baby-child and the systems refer to two symbolic levels, the semantic-

signifieds being barely addressed by the technological systems. 

 

Symbolization works with representations that serve to establish information criteria. As the information is 

based on this symbolization, we are going to analyze what happens in technological systems with several 

items that have dealt with them at different moments of technological development: 

 

- The universal Turing machine (UTM; 1936): provides the computational principle of computers, since in 

this theoretical machine, it is always possible to exchange machine states for symbols and vice versa; it 

manipulates symbols on a strip of tape, which is its memory, and also according to a table of rules which is 

the current program, emulating above all a computer's CPU. 

 

- The information theory of C. Shannon and W. Weaver (1948), with which their authors approached 

information as the improbability and surprise of the appearance of a symbol, using it in a collection of them 

in the transmission of messages . But Shannon made it abundantly clear that this theory dealt with the 

symbol or strings of symbols as a signal (analysis also of Touretzki & Pomerlaeau, 1994), leaving aside the 

meaning, message or content. He used the base symbol to which they are all reducible, which is the 

information bit (value 0 - 1), and the formulation of the theory was made from this minimum symbol. 
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- The Physical Symbol Systems Hypothesis (PSSH) by Newell & Simon (1976), which as a statement says: 

"A physical system of symbols has the necessary and sufficient meaning to generate intelligent actions", a 

principle with which both authors in a fundamental participation in the first congress of artificial intelligence 

AI, declared what is considered one of the principles of AI. 

 

- Public information uses through verbal and audiovisual language, in a directional and bidirectional way, 

basically, the technology of the mass communication media, such as: the press, radio, TV, Internet, etc. On 

the other hand, as it is known, the natural language used mainly in these media (it is not the only one, since 

the hybrid "audiovisual" is considerable), is considered the narrative symbolic process par excellence, and as 

the highest and distinctive evolutionary achievement of the human social community. 

 

 

On the part of the first three they are incomplete because they work fundamentally and almost exclusively 

with the material part of the signal, or in terms of language, with the signifying lexicon. This means having 

left the semantic meaning in the background, when it is the first objective of any worthwhile 

communication: its meaning, even if the symbolic manipulation has a high value (combinatorial, transmitter, 

locator, manageability, physical process, storage, etc. ). But precisely this issue is the one that is evaluated as 

limiting by J. Searle (1985) in the <Chinese room thought experiment>, for the high properties of cognition 

with informational content with which we communicate, and that we have in the human communication, and 

that neither now, nor in the short term, do machines have it or will have it. 

 

In the fourth process, what is denounced by the anchoring of the information with the meaning stands out 

(Grounding Symbol Problem, exposed by S. Harnad, 1990), indicates that the association with the meaning 

is weak, which allows with impunity in the media, and in many cases of established communication, that 

appears: euphemism, lies, hoaxes, inconsistency, fake-news, pot-truth, methods of advertising and 

persuasion with falsehoods. But also argumentatively twisting the justification for their use, lacking the 

logic of consistency, or the most elementary evidence, and confusing for the sake of freedom of expression, 

the lack of limits to intolerance, or the lack the right to quality information. 

 

These deficiencies require identifying the incomplete nature of the linguistic priorities in use, not only of the 

signifier-lexical, which is now functional and exhaustively operative, but also the recognition and 

introduction, as an essential need of the maximum content with broad signified-semantics (we redound in 

the two terms to ensure the best possible definition). 

In order to achieve deeper knowledge in the whole culture, and specifically in human disciplines, as well as 

in technology and science (journalistic verifiability, law and justice, psychology, education, computer 

science, AI, etc.), it is necessary to assimilate in a corresponding way with its importance, the broad 

signified (we are talking about the meaning that supposes shared or public objective knowledge, not the 

subjective pattern of understanding a message, which may or may not be of value, although it has it for the 

specific individual subject; if not something else, rooted in the object-event –Putnam's “Meaning of 

meaning”-, as well as the broad meaning of the contexts in sentences and longer texts). 

 

In the symbolic system of the language that we are going to analyze, the meaning is differentiated into two 

levels, the narrow meaning and the broad signified (<Narrow and Broad Meaning>, worked and shown by 

Vigotsky 1934, Putnam 1975, Bloom 1981, Block 1985 and Hinzen & Poeppel 2011, as well-known authors 

within psychology and linguistics). 

The narrow meaning refers, within the language, to independent words. The broad meaning is what governs 

the union of words in phrases of unlimited nuances using the syntax/grammar//compositionality that is used 

in that language. The richness of meaning of a phrase made up of nouns, verbs, adjectives, propositional 

particles, adverbs, etc., is a microsystem with a very broad meaning that complies with the assertion that the 

whole is more than the sum of its parts. 

 

As evidenced physiologically and tangibly in the laboratory of Huth et al. (2016), who develop an analysis 

of (broad) meanings, located on the structure of the cerebral cortex. And we say with broad signifieds, 

because all the fMRI analysis they carried out on the individuals investigated in that article, has been done 
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using hundreds of phrases in which they contextualize the meaning. With a structure in clusters or clusters 

deductible in each sentence, and thus appear distributed in the cerebral cortex. 

Linguistically speaking, this structure is of great interest, seeing how different meanings appear in different 

areas, as well as thematic and sensory groupings that the factorial analysis, carried out by PCA (Principal 

Components Analysis), also reveals in its physiological substrate in the cortex. The result is <neural 

correlates of signified>. 

 

Therefore, all the processes of symbolization that we refer to above are incomplete. 

 

 

 

 

The evaluation 

 

An overview of coding as a symbolic function to represent, transmit and protect information, give it 

reliability, and establish guarantees (never absolute) of quality and veracity will be carried out. 

 

With a metaphor, George Miller (1920-2012), said that: "Recoding seems to me the vital sap of mental 

processes" (J. Gleick, 2011). He expressed it surely, giving the function of encoding words (WordNet 

project, for example) the symbolic capacity that suggests for its possible and multiple encoding use, as part 

of the human information process. 

 

There are several equivalent information codes, although with different levels of coded "intricacy": the 

numerical code (binary, decimal, etc.), the alphabetic code (Latin, Greek, Arabic, Cyrillic, etc.), the 

ideographic code (Chinese, Japanese, Korean, ancient Egyptian, etc.), visual and acoustic codes (bar codes, 

QR codes, Morse codes), the translation between languages of the entire human culture, with its dictionaries 

and word-to-word equivalence rules and of phrases of usage, as well as its specific grammar. 

The <Rosetta stone> was a milestone for the translation of the ancient Egyptian, as it provided the code to 

pass into Latin and Greek (as simultaneous codes) to the archaeologists of the last century, deciphering part 

of a written Egyptian culture of some thirty centuries as minimum with an iconographic tradition. 

Codes for transmission of secret messages in a state of war are essential. The German Enigma machine 

scrambled and encrypted the tactical messages of their armies. Alan Turing led the effort to crack it, and his 

considerable help in 2nd World War against the Germany of the conflict has been credited. 

 

A code is a function of equivalence of the spectrum of clues of the real environment (indicators), or of 

another code and/or language with respect to the object-events of that environment. 

However, they are never totally equivalent, since the code itself, or its key, can mask or bias the indications-

measurements-interpretations that we take and/or make to discriminate in the environment, both what we see 

and what we do. 

We have a very specific and well-studied example with the visual sensory mode compared to the tactile one 

(Ernst & Banks, 2002), for example, and in the field of psychophysical studies, in which the appreciation of 

a length of a parallelepiped is analyzed 10 centimeters long, presented different evaluable precisions. The 

specific sensory "qualia" in each sensory mode biases this appreciation, in this case at least, in this evaluated 

magnitude. 

Encoding is in its broadest and most essential sense, and in certain contexts, it is contemplated carrying the 

message, the meaning, at its core, but associated with "impregnations" of the sensory modality. 

The length of the object of the example is an objective meaning, the "qualia" of modality, it is a reference of 

subjectivity for the subject that values, but that when we convert it into <precision> on the measure of 10 

centimeters, we finally objectify it , but not at first appreciation. 

 

Coding has forms that complement it to mitigate its own deviations from the communication source or the 

environment, in the form of noise, interference, or/and distortions of other signals, neutralizing itself by 

introducing parity, redundancy,... and compensation factors. and maintenance of original communication. 



 5 

This purpose is even greater when the meaning is diverted towards the subjectivity of the interpreter or 

receiver, or the arbitrariness of the interpretation without reliable indicators, not represented and not 

maintained in the objectively measured field of the indications of any object-event that is evaluated ( 

including an objectively bounded subject-agent in some respect; obviously in all respects, it is impossible). 

Although this phenomenology may be in the form of a concept in the interpreting mind (internalism), we are 

interested in the objective categorical vision (externalism), in order to do science (in this field it is H. 

Putnam, 1975, in “Meaning of the meaning” , in which for <meaning>, I adopt the pragmatist view of 

psychology maintained by W. James), capturing meaning in the environment in interaction, and in defined 

and concrete aspects of a given object-event. 

Therefore, as much as possible, the net code, which can be amodal (codifyingly and sensorially speaking), 

and externalist (objectively speaking), can be sufficiently delimited in the terms of objectivity sought here. 

 

The Internet is another example of a system that works without broad semantics. In the current version 2.0, 

it basically works with lexical data. Tim Bernes-Lee, its creator is currently working on Internet 3.0, referred 

to as the semantic internet. Bernes-Lee tried from the beginning of the Internet to include semantic 

information in his creation of the World Wide Web (1989), but for different reasons it was not possible 

(Victoria Shannon (2006). A 'more revolutionary' Web; World Wide Web Consortium (W3C), (2013). 

Semantic Web; Andy Carvin. " Tim Berners-Lee: Weaving a Semantic Web"). In a 2009 TED talk, he 

recommends the massive interrelation of the entire network, basically with linked data, and the reliability of 

the data, as factors that allow us access to integrated knowledge ; and we say here, to the broadest possible 

meaning. 

 

Our point of view agrees, as long as the network of networks has at some point to act automatically and 

systematically, something similar to N. Chomsky's GGU (Universal Generative Grammar, which has in the 

subjects a <mechanism of language acquisition> according to Chomsky) in his system, and that it must be 

developed, first probably for multiple texts and contexts, and then in narratives: iconic images, echoes of the 

acoustic medium, combinations between them, access to other sensory classes by virtual reality VR, etc. 

 

Here we are going to analyze part of the acquisition process of the possibly most important symbolic 

capacity, that of the Linguistic Capacity, therefore the <language acquisition> during development. 

 

Lev Vigotsky (1934), in "Thought and language" (p.217 and 221), develops with the specific term of 

<meaning> and with the generic term of <concept>, what we have called here "broad semantic signified", 

developing it and quantifying it. He reflects in the chapter of the Experimental study of the development of 

concepts, with a very ingenious experimentation based on wooden figures. In the analysis, 3 evolutionary 

stages are broken down, from the narrow meaning to the broad signified passing through an intermediate 

state, which he calls <complex thinking>, and says: "In a complex, the individual objects are not united in 

the mind of the child alone. by their subjective impressions, but also by the links that really exist between 

said objects. This is a new achievement, a promotion to a much higher level”, which links fully with “the 

meaning” in Putnam's Meaning of the meaning (1972). 

 

We will compare simultaneously with language, visual-somatosensory-motor development (what J. Piaget 

calls Sensomotor Intelligence); and we will do it during the development of the baby-child in its first three 

years of life especially, in some cases up to four years of age. 

 

We will also incorporate research in the same line carried out at the end of the last century and the beginning 

of the present. 
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METHOD 

 

Analysis and study; collecting and classifying data: 

 

- Linguistic development of infants-toddlers from birth to 3-4 years 

 

- Table 1 

 

- Explanatory notes and references (1) to (31) of Table 1 

 

Grades . Comments on the data in Table 1, with 31 explanatory and argumentative points: 

 

(1) Main criterion: Age in months (m) 

o Covering from birth (zero months) to 3 years (36 months) 

o Main reference text: Developmental psychology. Kathleen Berger (2006) 

 

(2) (2.1) Sensorimotor intelligence stages. J. Piaget / goes from 0 to 24 months (6 stages) 

o In the text of this article it is equivalent to the concept of “visuosomatomotor”, a term that illustrates it 

o Outstanding behaviors and effects month by month 

 

(2.2) Language: Significant Lexicon (ST), Meanings (SD) and learning functions. 

 

(3) The child's ability to move has been evaluated in Speed in Km/h: crawling, walking, and running (from 

10 months to 36 months). K. Adolph et al. (2003) 

 

(4) The type of motor function is a motor classification column, from “kicking lying down”, to “sitting 

down” or “standing up”; “crawl”, “walk”, “run”, “jump”. 

 

The Denver Development Screening Test. Frankenburg et al., (1960, 1981). 

 

(5) Various concepts of Cognition: “Fragile Memory”, “Object Permanence”, “Abrupt Fall”, “Dual 

Representation 1”, “Mirror Test”, “Dual Representation 2”. 

 

 

(6) Number of single learned words (Lexical Unit; Significant; its meaning is “narrow”; it is the smallest 

linguistic unit, Crystal, 1997): 

Measures <verbal irruption> of Lexical or Significant Units (ST) 

•  Fenson et al. (1994) 

• Hurt and Risley (1995) 
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(7) Number of words used in a sentence (“broad” signified: those that combine the context of a sentence 

with its syntax/grammar); also the broad meaning that appears in the "concepts" already formed, especially 

in scientific concepts (Vygotsky): 

They value the appearance of the "broad meaning" (SD), 

• Vygotsky, Lev (1934) 

• Putnam, H. (1975) 

•  Bloom, L. (1981) 

• Block, N. (1985) 

• Bloom, P. (2000) 

• Bickerton, D. (2000) 

• Hinzen & Poeppel (2011) 

(8) Word learning, both <ST> and <SD>: the learning function “W” and the Activation level “” of the 

organism have been deduced (formulation by McLaren-Mackintosh, 2000 (M-M) is used; worked with the 

Department of Cognition and Behavior of the Faculty of Psychology of the University of Barcelona / A. 

Álvarez Artigas from February to April 2020; see also R. J. Sternberg, 2011 – Rascorla & Wagner animal 

model in human learning and why; see Appendix 1). 

 

(9) Null movement: "lying down", "sitting", "standing" 

 

(10) Estimated rated displacement speed (motor activity parameter): Crawling, Walking, Running. For the 

Graph, maximum values of intervals have been taken. 

 

(11) “Lying kicks and goes”, with “Mobile toy tied to the foot of the 3-month-old baby”, indicator of 

“Fragile Memory” at that age. 

or Rovee-Collier (1987-1990) 

<Learning and memory in childhood>, text. 

<The “memory system” of prelinguistic infants>, article 

 

(12) "Sit and watch." Idem: “The Denver (…) test” at (4) 

 

(13) "He stands up and looks." Idem: “The Denver (…) test” at (4) 

 <Object Permanence> 

 

(14) "Crawl and look." Idem: “The Denver (…) test” at (4) 

 <Sudden drop> 

 

(15) “Walk and look”. Idem: “The Denver (…) test” at (4) 

 <Dual Representation 1> 

 

(16) “Run and look”. Idem: “The Denver (…) test” at (4) 

 <Dual Representation 1>: DeLohache, Judy (1998) 

 

(17) “Run, jump and look” 

 <Dual Representation 2>: DeLohache, Judy (2000) 

 

(18) “Fragile Memory”. See (11) 

 

 

(19)  “Permanence object” (PO) 

 Awareness that objects or people continue to exist even outside of their field of vision 

 Concept that appears at 6 + 2 months 

 The game of “Where is it?, and look for” the mother or an object appears at 7 – 12 months 
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 Well established concept at 24 months 

 The PO is not an innate concept, but learned, learns the existence and permanence of the world that 

surrounds the baby-child 

• J. Piaget (1926). <The representation of the world in the child> 

• Baillargeon et al. (2002) 

• Johnson et al. (2003) 

• Mandler (2004) 

• Rufman et al. (2005) 
 

“He turns his head when he hears his name” (with PO, it allows us to conceive the appearance of the 

differentiation of subject – object). Mandel et al. (1995) 

Appearance of the "self", of "self-knowledge". Harter, 1998. 

Appearance of “concepts and categories”. Mandler (2004) and Quinn (2004). 
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Table 1. Data collection from different bibliographic sources. 
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(20)  There is inhibition to "The Abrupt Fall", in an experimental apparatus with a glass floor for crawling, 

the baby crawls to the edge of a visual cliff. 

o At 10 months they fearfully refuse 

o  E. Gibson and Walk (1960) 

o  Campos and cols. (1978) 

 

(21)  = “Dual Representation 1” appears, the hand grabs or finger indicates an object in the photo or 

drawing (representation), not differentiating (attempts to grab representation) object and symbol of the 

object; from 18 months, and if he differentiates the object from the representation, he indicates it with the 

index finger. 

or Judy DeLohache et al. (1998). <Grasping the nature of pictures> 

 

At the same chronological level, pass the "Mirror Test" 

• Recognition of “self in the mirror”. Lewis and Brook (1978). Lewis and Ramsay (2004) 

• J. Lacan (2007). <The Mirror Stadium> 
    

• In summary of this point and (6), at 18 months appear: 

• Distinction of object and symbol in Dual Representation 1 

• Recognition as a subject in the Mirror Test 

• The Verbal Irruption of Language. See point (6) 
 

(22)  The “Dual Representation 2” emerges, an ability to differentiate scale appears, and also to distinguish 

the scenario of a model of a room and the real room, the ability to conceptualize (concept, meaning, 2nd 

level symbolization). It happens as correlational chronological parity with the broad significance curve, 

starting at 36 months. 

* Judy DeLohache et al. (2000). <Dual representation and young children use scale models> 

 

(23) The "Verbal Irruption" of single words appears, which requires between 13 and 18 months to learn 

between 50 and 100 words. The mean value of 75 words for the 18 months has been adopted for the graph. 

See (6) 

o With a high level of nouns: Gentner and Boroditsky (2001) 

o Caregivers of infants-toddlers are distinguished according to request when speaking: Bradley and Cols. 

(2001) 

o Enculturation by mothers: Borstein and Cols. (2004) 

o According to the sequential model of the sentence "Syntax-first model", in which the lexicon precedes the 

meaning (referenced in Boch and Cols., 2014) 

 

(24) From the threshold of 50 to 100 words of the initial “Verbal Irruption”, it goes on to have an average 

value of 375 words at 24 months. 

 

(25) The curves of Hurt and Risley (1995) approximately coincide with the 0, 18, 24 and 36 months with 

respect to the adjustment formula. 

 

(26) The orders of magnitude in Signifier Verbal Irruption are: 

 

Age (months) Hurt&Risley 
(1995) 

Fórmula 
Ajustment M-M 

Graph 1 
represented 

13 0 0 0 

18 100 125 75 

24 400 360 375 

36 1116 1068 1050 
        Pearson Correlation Index between Hurt&Risley with Adjustment Formula > 99% 
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 (27) The threshold of 0 to 2 words, goes from the conception of the “holophrase”, to the minimum sentence 

with 2 words, between 15 and 21 months. The holophrase is a single word that expresses a complete 

thought, with an implicit grammar (L. Bloom, 1978). See also the 2-word phrase and the holophrase 

(Dionne et al., 2003). 

 

(28) The orders of magnitude in the Verbal Irruption with Broad Signified are: 

 

Age (months) Berger, K.(2006) Formula 
Ajustment 
 M-M 

Graph 1 
represented 

15 0 0 0 
21 2 2,2 2 

36 8 11 11 

48 20 18 18 
        Pearson Correlation Index between K. Berger and with Adjustment Formula > 99% 

 

 The "telegraphic speech" used building the most basic phrases around 24 months, is another step in the 

growth of verbal irruption with broad meaning; R.J. Sternberg, 2011. 

 

(29) Bibliography Verbal Irruption with Broad Meaning, not always explicit, are: 

* Bloom, Lois (1981). The importance of language for language development linguistic determinism in the 

1980´s 

* Block, N. (1985). Advertisement for a Semantics for Psychology 

* Bloom, Lois (1993). Transition from childhood to language 

* Bloom, Lois (1998). Language acquisition in its developmental context 

* Bloom, Lois (2000). Pushing the limits on theories of word learning 

* Bloom, Paul (2000). How Children Learn the Meanings of Words 

 

 

(30) The "Learning Function" describes in relative approximation the Number of single words learned 

according to the months of age and the "Activation" of the subject (external and internal differential), 

providing the signifiers (with narrow meaning). The basic McLaren-Mackintosh (M-M) model and the 

synthesis equation deduced by the author with respect to M-M are used, with an adjustment to empirical 

data with a Coef. Pearson's > 99%. See (8). 

 

(31) The "Learning function" that roughly describes the number of words in sentences learned according to 

the months of age and the "Activation" of the subject (external and internal), providing a broad meaning. 

The basic McLaren-Mackintosh (M-M) model and synthesis equation deduced by the author with respect to 

M-M are used, with an adjustment to empirical data with a Coef. Pearson's > 99%. See (8). 

 

 

 

The “Emergent Coalition Model” (ECM) by Holich et al. (2000), describe the probable causality of 

language acquisition in the <verbal irruption> of language in infants-toddlers, describing the result of point 

(6) above. And this happens according to C. Rowland (2014; Chap.3), both for the <narrow meaning>, here 

referenced by single words, and the <broad meaning>, necessary for the construction of sentences, since it 

speaks of the complete signified ( narrow and wide), for a child and its evolution during child development, 

as it acquires an increasingly larger set of meanings (Chap. 3: “Learning the meaning of words”). 

 

The integration of the ECM occurs when the "Theory of limitations I and II", as well as its competing 

theories, whose exposition we can see by C Rowland (2014), with a Theory of limitations (both innate and 

development of the lexical framework), language acquisition is explained. Different descriptions are given 

of what the infant-child with multiple resources has to overcome, of what we have called here the 
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<activation>, , and which has been made explicit in points (30) and (31) above. , as well as in Annex 1, 

page 18. In  the different levels of “cost of effort” of the child to overcome the limitations are quantified. 

 

In this regard, C. Rowland says: <The evidence shows its weight by giving value to the "limitations", to the 

socio-programmatic skills, to the cognitive processing skills and to those of syntax, so we need an 

integration value that has some or all the elements in account for that integration>, ECM. 

 

 

 

 

RESULTS 

 

Construction of the data curves and first conclusions: see Figure 1 

  

The symbolic capacity, whose main exponent is spoken, gestural, written language, which is a concept 

that is managed, but here we intend to characterize. It is not the language itself, which has its corresponding 

specialty and discipline, but the most primitive capacity that understands it. And he understands it because 

the symbol is a previous and comprehensive entity of the lexicon and its semantics. 

The generic symbol is a representation of an object-event of the environment that surrounds us. Symbolic 

capacity is that capable of generating cognitive representation. 

In our case, resident at the base of our nervous system, both physiological and that of the ephemeral set of 

signals that this physiology carries, action potentials, appearing and disappearing in spatio-temporal 

sequences that refer to those objects-events in the environment. Furthermore, it does so interactively and in a 

permanent loop, for our adaptation to the environment (“constraint-satisfaction models”, referenced in 

Bosch et al., 2014) 

Symbolic capacity is thus, a representation potential, on which sensory and intellectual capacities unfold 

their activity, with cognitive representation (CR) as a base. 

 

= In the animal world, experiences with primates have made it possible to limit the learning of symbols, 

terms and single words (narrow meaning), until the experience with bonobos (Pan paniscus), no case of 

composition of sentences with several words is known ( broad meaning), as reported in Bickerton & Calvin 

(2000) and the classic study by Terrace et al. (1979). 

 

Savage-Rumbaugh et al. (1990, 1993), Greenfield and Lyn (2007) with the bonobo Kanzi showed a certain 

level of “grammar” in these apes. They got 5-year-old Kanzi to perform 132 two-word action-agent 

combinations with lexigrams ("do" commands with "experimenter": move away, go toward, search; note 

that the grammar rule is not simple). He also learned to recognize sounds of spoken English. Contrast tests 

were performed on Kanzi (already 8 years old) and the girl Alia (2 years old), related respectively to access 

to 12 objects and 8 objects; with 415 Kanzi sentences and 407 to Alia, in "exam" format, and Kanzi 

answered correctly to 74% of the trials and Alia to 65%. 
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The symbolic capacity, whose main exponent is the language deployed in child development 

 
 

 

Figure 1 
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DISCUSSION 

 

From the adjustment and criteria of sensorimotor learning curves, verbal irruption and sentence 

composition, to the formulation deduced from the MacLaren-Mackintosh M-M animal learning 

theory (see details in Annex 1). 

 

 

Meaning, like intelligence quotient (IQ), as well as personal and cultural situations, can cause very high 

assessment errors. For example, the QI does not assess motor intelligence, and there are many more cases of 

lack or inconsistencies in multiple intelligences and intellectual abilities. 

The gifted on one hand, and the intellectually disabled on the other, show a dispersion, with serious 

assessment difficulties. Some due to their lack of correspondence with the success in the performance of 

their life, observed in many analyses. The others because of their limitations, which are often remedied, for 

example by adapting them to the work environment; complying with the current appreciation of <functional 

diversity> to which the performance of their work adjusts. 

Measuring the level of meaning of information is just as complicated and variable, but it can be categorized 

(classify, create comparison units, compare with the same type, quantify that type, statistically parameterize, 

distinguish information and opinion, among many other strategies) . 

 

 

Cognitive abilities: 

- Ascending with the growth and development of the child towards adulthood 

- Fall in brain mass between 1 and 2% per year from the age of 50, points to a decline 

- Drop in learning ability and working memory 

- General intellectual disability (cognition waning with age) 

- Neuropsychological diseases and multiple dementias 

- Spectrum of general intelligence based on the IQ (intelligence quotient) of the population, establishing 

with its limitations of representativeness, a normal distribution, with underendowment, normal endowment 

and giftedness. The meaning of the received message is strongly linked to these capacities, although here we 

deal with its objective, non-interpretive condition. 

 

 

Symbolic capacity includes all kinds of symbolization. 

To highlight, going from the present to the past: 

• P. Rocchi (2011). Expanded information theory incorporating, after analyzing 23 models of 
information theory from the last 70 years, the meaning with a semiotic and technological 
approach. This has been completed/explained by Denning & Bell, 2012. 

• The Physical Symbol System Hypothesis (PSSH), by Newell & Simon (1956, 1985) 

• Shannon's Binary Code and Communication Theory (1948). 

• The first analyst of symbolic capacity was Ernst Cassirer (1923), followed by A. W. 
Whitehead (1927), W. M. Urban (1939) and the synthesis of S. K. Langer (1941), integrating 
criteria from philosophers, logicians, semioticians, linguists, psychoanalysts , ethnologists 
and art theorists (such as Nelson Goodman, 1976, and Ernst Gombrich, 2003) 

• H. Gadner, 1993, psychologist, referring to N. Goodman, says: <I adopt a universal point of 
view of symbols. Following my mentor Nelson Goodman and other authorities, I conceive as 
a symbol any entity (material or abstract) that can denote or refer to another entity> 

 

The <broad signified> is the symbolic capacity that is missing in current information frameworks. 

It is located in the highest hierarchy of symbolization within linguistics. The <broad meaning>, is achieved 

through phrases in natural language, and that in infants-children manifests as an emerging process and in a 

sensitive stage for language acquisition. 
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The psychiatrist O. Sacks (2010), reference: “(…) when I try to imagine my own internal representations, I 

am not quite sure if words, symbols and images of various kinds are the primary tools of thought or if there 

are forms of thought prior to all this, essentially amodal forms of thought. Psychologists sometimes talk 

about <interlingual> or <mentalese>, which according to them is the brain's own language, and Lev 

Vygotsky, the great Russian psychologist, used to talk about <thinking in pure meanings>” 

 

Psychologist Lev Vigotsky (1934), speaking of <thought> as the context of a set of meaningful phrases and 

of <language> as the articulation of independent words: “The flow of thought is not accompanied by a 

simultaneous display of language. The two processes are not identical and there is no rigid correspondence 

between the units of thought and language.” 

 

 

Activating the <broad signified> to the maximum, means promoting an individual and social target 

objective. 

 

It can serve the project of crystallizing more functional intelligence in individuals and in the population in 

general, through better training, education, professionalization (see penultimate paragraph in Conclusion 2). 

 

Minimize fake-news, post-truths, advertising and persuasion with falsehoods, disinformation in short. 

 

 

 

 

 

 

CONCLUSIONS 

 

 

1) The anchoring of meaning is weak. 

 

Despite the innate GGU, the <broad signified>, in sentences of different length, in number of words, 

is difficult to understand, and to produce above all, especially in new terms and concepts or new 

specialties for the subject or subjects in process Learning. The division of the difficulty into smaller 

fragments is essential, whenever possible, in addition to other strategies (shorter and more usual 

words, shorter phrases, analogies and comparisons with what is known). 

 

If at 36 months there are about 1,000 words and 11-word sentences available, the ratio is 1,000/11: 

91 times. There is 91 times more learning of single words than of contextualized words in a sentence 

of 11 words (knowing that all this is pure evidence turned into an indicator with many limitations of 

representativeness). Now, if we analyze the activation  of the M-M model, it can become more 

significant. According to the learning functions of signifiers and meanings (in Annex 1), we refer to 

a ratio of 0.0014/0.0004: 3.5 times. 

Therefore, an activation  can be reached in the subject between internal and external signals 

(McLaren and Makintosh, 2000), a ratio that is 3.5 times higher, putting sufficient <activation>, for 

the internal-external to the organism; representing construction cost, considerably different. 

 

Animal learning in this context has <activation> as its main criterion. So also in the transfer to 

human coordinates and seen specifically by the positive reinforcement in the learning of new words, 

as referenced by Ripolles et al. (2014) in learning new words. Its domain also occurs in the linguistic 

field of broad signified, since in all the tests in this study, the words are contextualized within 

sentences. Therefore, the pleasure of learning new words is a reinforcement, with reward in the 

organism itself, but reinforcement after all, very parallel to that of animal behavior. 
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2) The magnitude of the effort to learn the broad signified requires its own methodology and 

resources. It goes first through the simple signifier, or word, which has a narrow meaning. 

 

Reading the result of the previous section in another way with respect to the broad meaning, the 

importance of education is deduced. It allows to acquire, a knowledge/training, about 3.5 times more 

extensive, with a job or "construction cost". 

 

Rapid schematization (Woodward and Markman, 1998), in Berger (2006): “(…) children develop an 

interconnected set of categories for words, a type of mental grid or table, which makes the rapid 

acquisition of vocabulary possible. (...) instead of figuring out an exact definition and waiting until a 

word is used in various contexts, children hear a word once and include it in a mental table of 

language”. 

This is the access to the signifier, it is practically the loose word, although with a narrow meaning. 

 

On the other hand, the above is clearly indicative of the goodness of the regulated educational 

process, seeing how the acquisition of knowledge continues after the baby-child stages, nourishing 

itself with understanding, expressiveness and broad meaning: see the specific article by Stuart J. 

Ritchie and Elliot M. Tucker-Drob (2018), in the gain of 3 intelligence quotient points for each year 

of education received. 

 

It illustrates how knowledge is part of something more basic, such as the ability to acquire it, based 

on an increase in what we are calling <symbolic capacity>, as well as maximizing the <anchoring of 

signified>. 

 

 

3) Without signified there is no knowledge. 

 

Or in any case there is narrow knowledge, but not broad. 

In general, the more clues infant-toddlers have of a new word, the more prepared they will be to 

carry out a rapid schematization that gives them meaning in different contexts of sentences (Mintz, 

2005), building with a cost of casuistry, repetition, time, association memorization, but more 

comprehensive and expressive richness, with a broader meaning. 

 

Berger (2006), “Rapid outlining has an obvious advantage in that it encourages rapid vocabulary 

acquisition. However, it also means that children seem to know the words because they use them, but 

in reality their understanding of the words is quite limited”. Our underlining. 

 

<Logical extension> is closely related to rapid schematization (Behrend et al., 2001), associating or 

generalizing what words mean, for example, a girl reported seeing Dalmatian cows on a visit to a 

farm, associating it with the Dalmatian dog he had seen with his father the previous weekend. 

 

 

4) Incorporating <broad signified> for the intellectually disabled requires resources that 

incorporate that level of meaning into daily life. 

 

To be able to provide support in the activities of daily life and from their home to their labor 

inclusion for these groups, it manifests itself as an arduous task, for which we incorporate this model, 

and we must be able to facilitate it with resources in developed societies and in developing: 

 

o Cognitive Accessibility: easy reading, classical pictography and ICTs 

o Personal technological interfaces (HIT, Human Interfaces Technologies; for example HCI, Human 

Computer Interaction, non-invasive, or/and BCI, Brain Computer Interfaces, basically invasive) 

o Cognitive Ergonomics 

o Measurement of quality of life in real time (weekly periods; "guide indicator") 
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o Intelligent Environment with sensors, Artificial Intelligence IA of Internet of things IoT, together 

with vigilant I-Health. 

o ICTs in general: videos, video calls, Apps 

o And others adjusted to the user's personal profile, such as a social support network for 

accompaniment or/and computerized coordination. 

 

 

5) Establish a support or life support plan for functional diversity with intellectual disabilities. 

 

The objective of support, different from the analysis of the symptom of the previous point, is to 

establish bases, bring together scattered knowledge on the subject and apply it, to reach the support 

of people with deficiencies to manage themselves with solvency and with meaning, in an 

environment of functionality. standard. These are the needs of the intellectually disabled in its 

broadest sense, not only from mild states, children and young people, but also adults, seniors and the 

elderly with different degrees of senility and cognitive disease, including Alzheimer's in the 

preliminary and middle degrees. moderate, feasible to be supported with non-invasive external 

support. 

 

The new technology systems, in turn, can be seen fed with an enrichment of these bases of 

communication, as well as moving from the classical information theory to an expanded information 

theory. This expansion will provide us with resources to interact with the population niche that will 

ultimately occupy us, providing them with Cognitive Accessibility with intelligent means that 

overcome their limitations in the performance of their daily lives. On the other hand, the possibility 

of promoting Cognitive Reserve as a reinforcing effect from brain plasticity to support this type of 

affected or who will be affected over time due to old age is also proposed preventively. Finally, the 

creation of an Intelligent Environment, will seek to mitigate in the applications in independent 

homes, and in a systematic and personalized way, the deficiencies that intellectual disability 

produces in an independent life, especially alone and in their own homes (maximum preference of 

the majority of the affected). 

 

 

 

 

 

 

 

 

 

 

 

 

 

ACRONYMS 

 

App: Computer applications for specific and specialized use 

BCI: Brain Computer Interface Techniques (generally invasive) 

GGU: N. Chomsky's Universal Generative Grammar 

HCI: Human Computer Interaction Techniques 

HTI: Human Technologies Interface Techniques (non-invasive) 

M-M: McLaren-Makintosh animal learning model 

PSSH: Physical Symbol System Hypothesis 

ICT: Information and Communication Technologies 
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APPENDIX 1 

 

The McLaren-Mackintosh (M-M) learning function 

 

The learning curve, with the appearance of the symbolic capacity, seen from M-M, we start it based on 

the empirical data in the 18 months of development of the baby-child, and its verbal learning grows from 

a function like the following one that we proceed to synthesize: 

 

Analytical extrapolation of the expression and sigmoid curve according to the theory of McLaren & 

Mackintosh (2000), We take the delta rule (see McClelland and Rumelhart, 1985), being: 

W1: external stimulus weight, event 1 W1= eus (unconditioned external stimulus) 

W2: internal stimulus weight, event 2 W2= ius (unconditioned internal stimulus) 

W1 => W2 , delta gradient perceptual relationship or association 

Wmax: processing of W2 which is basically the maximum value of the curve or asymptotic 

W: associative-perceptual strength 

S: salience of W2 

: activation of W 

dW: gradient or change in associative-perceptual strength of W1 in a trial 

 

The fractional M-M equation in number of trials “n” is:  dWn = S n [Wmax – W]n            [1] 

 

For Wmax=1, and for fractional interpolations. 

 

If we denote “m” in months, the trial number (to substitute for <n>, and to represent “months”), and if we 

admit that this variable, instead of being discrete, was continuous, with a differential gradient, with 

respect to increase dW, entailing the gradient dn or dm, which in the form of an analytical equation, 

would result: 

                  dW/dm = S  [Wmax – W]              [2] 

 

 

which is an integrable equation being, S, , and Wmax, constants for a case W=f(m), 

 Solving the differential equation using relatively complex numerical integration technique  

Runge-Kuta type, integrating and making  increasing as a function of m and a slope  : 

        

                   W(S=0,5) = Wmax (1 - e- S  m(m - k))       [3] 

 

being for W=0, the value of k=m, foot of the curve 

 

Equation [3] has the advantage of being a continuous function, whose variables are with “m”, months, 

(independent variable) and “W”(dependent variable of “m”), whose associative-perceptual strength for a 

given task As it learns it, it increases first and then saturates in a sigmoid, until its stasis, at which point 

the repetition of another “m” is no longer relevant in the growth of “W”. 

In this case "n" is transferable through the concept of "duration" from "m" to "time" (in months), or 

generically "t" time, to compare the formulation in terms, such as those in Scheme 1. And the form of the 

function in this way can be W=f(t) if it is of interest, for example to divide the months into days or days 

into hours, etc. 

And in particular, see A. J. Wills and McLaren, 1997b, for an example of how decision processes can 

produce effects that might be considered attributable to more basic learning mechanisms. 

 

Applying the fit to the two functions sought, according to the curves in Figure 1, we have, 
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APPENDIX 2 

 

Neuroscience, semiotics, linguistics in its variants and meanings 

 

Again the information, the surprising communication in informative processes, is the one that in our 

analysis, is also conveyed in the animal and human organism. 

The phenomenon is relevant because it occurs as a result of complex neural networks (within complexity 

theory, the Erdös and Renyi networks), and both Top Down and Botton Up, and fundamentally as a process 

of verbal irruption, which is also an <emerging phenomenon>. 

Its curve, as we have seen, is that of the irruption in the verbal capacity of developing children from 18 

months radically (approx. 90 words / month; 50-100 words / month, Fenson et al., 1994). 

 

1.- In linguistics we can differentiate broad signified and narrow meaning, proposed by Putnam (1972) in a 

preliminary version, as well as L. Bloom (1981), Block (1986), in another evolutionary version Chomsky et 

al. (2002) relatively different, and recently Hinzen & Poeppel (2011); and we have used it as a reference for 

the entire display of meanings that follow in relation to the <narrow> or <broad> terminology (they are 

either the isolated word, or the word contextualized in a sentence with meaning and syntax, as the first 

approach to the topic). 

 

2.- Also classical linguistics, the arbitrary or asynchronous union of the signified and the signifier, according 

to F. Saussure (1916); produces a limitation; the consequence is that a narrow conception is being produced 

for the scope of meaning, to use a weak link. In practice, of the <lexical signifier – semantic meaning> pair, 

the simpler first is currently more relevant, but both are innately programmed, genetically, as learning 

potential (SLI specific language disorder according to the affected gene FoxP2; and GGU, Universal 

Generative Grammar from N. Chomsky 1972). 

 

3.- Currently also, the limitation expressed in the "Grounding Symbol Problem" by W. Harnad (1990), 

describes the lack of links between the signifier as a physical symbol and the semantic meaning; In this case, 

the problem is posed as “anchorage”, a term that we have used for the title of this analysis and study. It is a 

generalization towards the <symbol> of point 2 above. 

 

4.- In the pragmatic field, the representations, which are concepts and meanings, function in wakefulness 

and in dreams, with very different forms, and in neuroscience they are studied by instrumental 

electroencephalographic means (EEG), in addition to other physiological indicators as well instrumental 

(skin conductance, Random Eyes Movement detector, others). We will name them here, following the 

reference lexicon in 1.-; Thus, we say, respectively, "allocutively broad" brain representations and "very 

narrow" representations, taking into account their value of behavioral interaction, in a vigilant state with or 

without speech, and in an unconscious sleeping state (wakefulness allows us to interact with the immediacy 

of the medium -8 to 40 Hz/EEG-; sleeping, dreams, are non-interactive-passive representations - with 0.5 to 

7 Hz/EEG signal frequency-). 

 

5.- In linguistics, and with EEG measurements as well, the evoked potentials N400 and P600, indicate for 

individuals in a waking state, respectively, congruence of meaning (broad meaning) in a sentence, and 

incongruence of the same for subjects without any aphasia (narrow or even null meaning); those who have 

aphasia these effects do not appear. 

 

6.- In the deficiencies of aphasias, there is a wide range of modalities, but this condition factor interests us as 

it affects the deficiency that we are dealing with here, the meaning. 

Along the same lines, senility, Alzheimer's and intellectual disability in general, are disabilities that in 

different degrees and continuity affect the meaning (causing it to become permanently narrow) of the 

information handled in daily life. 

 

This article has been limited to the study at the level of the 1st point, which is limited in linguistic 

psychology. 
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ANNEX 3 

 

The sensomotor-tactile gesture language (for the deaf-mute-blind), is another level of appreciation of 

meaning. In this case of qualitative assessment, and despite the fact that there are few indications, because 

there are few cases, the psychiatrist O. Sacks (2010) refers to others of sensory deficiency that are equally 

interesting, expanding the casuistry a little. The cases of Marie Heurtin and Hellen Keller (the latter we refer 

to here), are an interesting example. 

 
It is April 5, 1887, Helen Keller's tutor-teacher writes: “This morning, while she was washing, she wanted to know how to say 

water. When she wants to know the name of something, she points to it and pats my hand. I spelled and didn't think about it any 

more until after breakfast. Then it occurred to me that with the help of this new word I could solve the cup-milk confusion. We 

went to the fountain, and I had Helen hold her cup under the stream while I pumped. As cool water gushed into the cup, I spelled 

“w-a-t-e-r” on Helen's free hand. The close proximity between the word and the feel of the cold water spray on her hand seemed 

to startle her. Helen dropped the cup and was transfixed. A new light illuminated his face. She spelled water several times. Then 

she dropped to the ground and asked me her name and she pointed to the pump and the gazebo, and all of a sudden she turned to 

ask me for my name. I spelled <teacher>. Then the babysitter brought Hellen's little sister and Hellen spelled <baby> and pointed 

to the babysitter. During her return home she was very excited, and she learned the name of every object she touched, so that in a 

few hours she had added thirty new words to her vocabulary”. Annie Mansfield Sullivan (1866-1936). 

On the other hand, the older Helen Keller wrote about these events: “One day while I was playing with my new doll, Miss 

Sullivan put my big rag doll on my lap, I spelled doll and tried to make myself understand that this word applies to both dolls. 

That day we had a fight over the words “b-o-w-l” and “w-a-t-e-r”. Miss Sullivan had tried to make me understand that "b-o-w-l" 

was cup and " w-a-t-e-r " was water, but I kept confusing the two. She had chosen to leave that subject for a while, to return to it 

at the first opportunity. I grew impatient at her repeated attempts, and taking the new doll, I threw it on the ground. I was 

delighted to feel the fragments of the broken doll at my feet. My outburst of anger was not followed by pity or regret. I didn't love 

that doll. In the silent and dark world where I lived there were no strong feelings, no tenderness. I noticed that my teacher was 

sweeping the fragments to the side of the hearth, and I felt satisfaction in having eliminated the cause of my discomfort. She 

brought me the hat, and I knew she would go out into the warm sunlight. This thought - if a feeling without words can be called a 

thought - made me jump with pleasure. 

We walked down the path to the fountain, drawn by the scent of honeysuckle that covered it. Someone was drawing water and my 

teacher put my hand under the faucet. As the cool stream soaked one hand, she spelled the word <water> on the other, first 

slowly, then quickly. I fell silent, fixing my attention on the movement of her fingers. Suddenly I had a dim awareness, as of 

something forgotten, the thrill of a thought returning; and somehow the mystery of language was revealed to me. I knew then that 

" w-a-t-e-r " meant that wonderful freshness that brushed the hand. That living word awakened my soul, gave it light, hope, joy, 

set it free. There were still barriers, it is true, but barriers that could be removed over time. Helen Keller (1880–1968). 

 

The assessment of this learning, analyzing and integrating all the known difficulties, can be seen in the study 

by C. Rowland (2014; Chap. 3), as well as in the theory of the Emerging Coalition Model (ECM), for the 

learning of words (in the terms of our analysis, of the lexical signifier and semantic signified), according to 

Hollich et al. (2000), in Chapter 3, in which C. Rowland says: <At first glance, learning the meaning of 

words seems a simple task”, referring to the analogy that Quine makes about children's learning, which it is 

similar to carrying out a translation, by a translator who does not know the source language: “It is not 

surprising that, given the complexity of the task, researchers do not yet know how children learn words”. 

And it follows: 

"In fact, children face an even more difficult task than Quine's linguist, because children have no mother 

tongue (unlike the linguist) on which to base his hypotheses" which he continually does to translate an 

unknown language into him. 
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